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Abstract. For computer systems to effectively interact with humans
using spoken language, they need to understand how the words being
generated affect the users’ moment-by-moment attention. Our study fo-
cuses on the incremental prediction of attention as a person is seeing an
image and hearing a referring expression defining the object in the scene
that should be fixated by gaze. To predict the gaze scanpaths in this
incremental object referral task, we developed the Attention in Referral
Transformer model or ART, which predicts the human fixations spurred
by each word in a referring expression. ART uses a multimodal trans-
former encoder to jointly learn gaze behavior and its underlying ground-
ing tasks, and an autoregressive transformer decoder to predict, for each
word, a variable number of fixations based on fixation history. To train
ART, we created RefCOCO-Gaze, a large-scale dataset of 19,738 human
gaze scanpaths, corresponding to 2,094 unique image-expression pairs,
from 220 participants performing our referral task. In our quantitative
and qualitative analyses, ART not only outperforms existing methods in
scanpath prediction, but also appears to capture several human attention
patterns, such as waiting, scanning, and verification. Code and dataset
are available at: https://github.com/cvlab-stonybrook/ART.
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1 Introduction

Humans are unique in that we use language to direct each others’ attention
in visual tasks. For example, a customer telling a baker “I’d like the smallest
pastry on the left” communicates the desired object that needs to be selected.
Understanding the human capacity to use these referring expressions to incre-
mentally direct attention is an important problem in cognitive science and has
been studied for over half a century, with the more recent studies adopting eye-
tracking methods [3,16,32,58]. Most relevant is work showing the very tight link
between a word in a referring expression and the very next eye movements of
the person hearing it [29,59], suggesting that humans incrementally integrate vi-
sual information and word-by-word linguistic guidance in our attention control.

https://github.com/cvlab-stonybrook/ART
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However, these studies are limited in that they used small numbers of simple
objects (often line drawings) in arrays (not scenes) and this constrained the
linguistic complexity of the referring expression. How spoken language guides
another person’s attention in more naturalistic and ecologically valid contexts is
still an open question in cognitive science.

As our interactions with computers, vehicles, and AR/VR devices deepen,
human-computer interaction (HCI) systems also need to give spoken guidance
to users that is similarly effective in directing their attention. But, to attain this
degree of synchrony with users, HCI systems must be able to integrate vision and
language inputs to predict human gaze. Applications with this predictive ability
will be highly time-sensitive and crucial for activities such as voice-assisted VR
driving, offering a streamlined and immersive user experience where a person’s
gaze can be directed by generated spoken language as if the interaction were
with another person. Being able to incrementally predict how a user integrates
their visual input with a spoken instruction to direct their attention is a gen-
eral advance in speech-assisted HCI, benefiting a broad range of applications,
including efficient foveated rendering [52], VR sickness reduction [1], AR/VR
eye–hand coordination analysis during human-object interaction [36], VR skill
training/assessment (e.g ., driving [35], surgery [5]), and user engagement anal-
ysis [31]. Using predicted gaze for each word as guidance will enable speech-
assisted HCI systems to incrementally generate efficient and clear instructions,
correctly guiding user attention. Measuring gaze using eye-trackers instead of
predicting it is more accurate, but also costlier and has limited applicability to
aforementioned scenarios (such as time-crucial HCI) which require gaze predic-
tion, and to situations where eye-trackers are unavailable or prohibited.

In this context, we study the incremental object referral task, for which we in-
crementally predict eye movements of humans searching for a target object in an
image as they are hearing a referring expression describing that target. This task
has not been studied previously in the context of human gaze prediction. The
standard object referral task [45, 74] requires localizing the target object given
an image and a referring expression. Our task is different in that we aim to in-
crementally predict the attention of a human as they are hearing the expression.
Our task is also related to the categorical search task [77], where humans direct
their attention to a category of target object in an image. However, our incremen-
tal object referral task differs from categorical search in two key aspects. First,
in incremental object referral, the target is designated by a complex referring
expression (e.g ., “red baseball glove on the desk”) since the image may contain
other objects belonging to the same category as the target. Referring expressions
often refer to a target by its attributes (“red”) or its spatial relationships to other
objects (“on the desk”), making it even more challenging to precisely localize the
target without the broader descriptive context. In categorical search, the target
is designated by only its category name (e.g ., “baseball glove”), which excludes
the spatial terms and attributes commonly used by humans to describe an ob-
ject. This task is also less realistic in that images depicting multiple instances of
the target category are excluded (as spatial terms and attributes are not used).
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Second, because categorical search studies of attention use only an one or two
word category name to designate a target (e.g ., “baseball glove”), most of the
human search fixations occur only after the complete referring “expression” is
provided. This makes it an impoverished example of the longer and more natural
referring expressions that we hope to study, ones requiring an incremental allo-
cation of attention. Our more ecologically valid incremental object referral task
therefore contributes to this cognitive science question by enabling exploration
of natural referential expressions in real-world image contexts and generating
testable hypotheses about how humans integrate language and vision.

Given its differences from related tasks that were studied previously, the in-
cremental object referral task presents several technical challenges that necessi-
tate more than mere updates to existing models. For instance, a standard object
referral model cannot be re-purposed for incremental prediction. Although it
is possible to sequentially input incomplete referring expressions, one word at
a time, and use the predicted positions as proxies for fixation locations, this
approach proves ineffective as existing object referral models train on complete
referring expressions in contrast to how humans integrate visual and linguistic
information in a word-by-word basis [29, 59]. Alternatively, one can adapt an
existing scanpath prediction model for our incremental object referral task, but
this approach is also unsuitable because existing scanpath prediction models do
not learn the object grounding processes (for both partial and complete referring
expressions) hypothesized to underlie the gaze behavior observed in our task.

To address the aforementioned challenges of the incremental object referral
task, we introduce the Attention in Referral Transformer (ART) model. ART is
tailored to the multimodal demands of our task as it uses a multimodal trans-
former encoder that jointly learns gaze prediction and object grounding ob-
jectives. Furthermore, we integrate an autoregressive transformer decoder that
leverages fixation history to better predict the subsequent fixations correspond-
ing to each sequentially presented word from the referring expression. This in-
novative decoder component flexibly adjusts both the count and the parameters
of predicted fixations in alignment with the evolving input, thus mirroring the
dynamic nature of human attention.

To train ART, we collected RefCOCO-Gaze (Fig. 1), a large-scale dataset of
gaze behavior from 220 people performing the incremental object referral task on
2,094 images and associated referring expressions from RefCOCO [74] dataset.
Compared to baselines [11, 50, 67], only ART was able to accurately predict the
dynamic changes in gaze of humans incrementally hearing and shifting their at-
tention in response to the words in the referring expression, even with incomplete
target descriptions. Ablation studies showed that pre-training and training on
auxiliary grounding tasks, such as object localization and target category pre-
diction, improves ART’s gaze prediction performance. In qualitative analyses,
ART was shown to capture several fixation patterns of people performing the
incremental object referral task, such as waiting, scanning, and verification, sug-
gesting that it learned to strategically disambiguate vision-language ambiguities.
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Fig. 1: RefCOCO-Gaze Dataset. Sample image-expression pairs and correspond-
ing scanpaths under our incremental object referral task. Fixations (denoted by circles
numbered with fixation order) are color-coded to the corresponding word in the re-
ferring expression (above each image). Fixations color-coded to [BOT] occurred before
the expression started, and fixations color-coded to [EOT] occurred after the expression
ended. Blue bounding boxes indicating referred objects were not visible during trials.

In summary, our contributions are: (1) Introducing the incremental object
referral task for gaze prediction that will lead to more user-responsive HCI sys-
tems. (2) Creating RefCOCO-Gaze, a large-scale dataset of gaze behavior during
the incremental object referral task. (3) Developing ART, the first gaze predic-
tion model of incremental object referral that offers computational solutions to
the incremental and multimodal aspects of our task. (4) Bringing RefCOCO-
Gaze and ART into the toolboxes of researchers studying incremental object
referral, thereby enabling them to understand how humans dynamically merge
their visual and linguistic information in the real world to control their attention.

2 Related Work

Interest in gaze prediction as a computer vision problem has been growing [11,50,
70, 71], given that the anticipation of user attention would enable more natural
augmented/virtual reality systems [6,15,49,52]. Most existing human attention
prediction models predict free-viewing behavior [7, 25, 46], but fail to generalize
to goal-directed behaviors, such as visual search [22,33]. More related is the work
predicting eye fixations during the search for a target object [76, 78]. Another
study [70] predicted fixation scanpaths during search using COCO-Search18 [13],
a dataset of search fixations. Using a dataset [10] of fixation scanpaths from a
Visual Question Answering (VQA) task, Chen et al . [11] proposed a model that
predicted both VQA and search behavior, and both Chen et al . [14], Yang et
al . [72] proposed models to predict both target-present and target-absent search.
Mondal et al . [50] proposed a multimodal transformer model called Gazeformer,
which achieves state-of-the-art search prediction performance while generalizing
well to unknown targets. Gazeformer [50] and Chen et al . [11] can be adapted
for our multimodal task, and serve as baselines in Sec. 5.

Despite this increasing interest in gaze prediction as a computer vision prob-
lem, no existing model effectively addresses the incremental object referral task.
Large vision-language foundation models [2,26,55,67,73,75] yield unprecedented
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Fig. 2: Behavioral data collection in our incremental object referral paradigm.

performance in visual, lingual and cross-modal tasks and effectively generalize to
new concepts and tasks. Moreover, several tasks simply require multimodal mod-
eling, such as VQA [4,48], image captioning [19,34], and object referral [45,69,74].
Relatedly, object referral (also known as visual/object grounding of referring ex-
pressions) localizes or grounds a single unambiguous object in an image that
is referred to in a natural language referring expression. Thus, the input is an
image-text pair and the output is the referred object’s bounding box parame-
ters. Recent object referral models have adopted two-stage [23, 24, 43] and one-
stage [12,17,41] architectures, and to this end, several high-quality object referral
benchmarks have been curated, such as ReferItGame [30], RefCOCO [74], Ref-
COCO+ [74], and RefCOCOg [45]. Researchers have also studied human atten-
tion as people view an image and concurrently describe it [62,63]. One study [54]
collected a dataset of spoken image descriptions where each word was visually
grounded by a mouse trace. He et al . [21] collected a dataset containing fixa-
tions (recorded by an eye-tracker) synchronized with concurrently spoken image
descriptions. However, these studies specifically focused on spoken description of
the entire image and not object referral. Vasudevan et al . [65] explored object
referral for previously spoken referring expressions, and did not predict human
attention. Another study [64] on spoken object referral in videos used human
gaze and spoken referring expression as inputs. Zhang et al . [79] collected a
dataset of static gaze estimation heatmaps for non-incremental referral. To our
knowledge, we are the first to computationally model human gaze and explore
its interactions with vision and language in a realistic incremental referral task.

3 RefCOCO-Gaze Dataset

RefCOCO-Gaze is the largest dataset for studying human gaze behavior dur-
ing an incremental object referral task. It consists of 19,738 scanpaths that were
recorded while 220 participants with normal or corrected-to-normal vision viewed
2,094 COCO [42] images and listened to the associated referring expressions from
the RefCOCO dataset [74]. RefCOCO was collected using the ReferItGame [30]
where players must construct efficient referring expressions for another player to
locate the correct object. RefCOCO mirrors real-life speech which is known to
contain elliptical and unstructured expressions [60,61]. The gaze data, recorded
by an EyeLink 1000 eyetracker, includes information about the location and du-
ration of each fixation, the bounding box of the search target, audio recordings of
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the referring expressions, the timing of the target word, and the synchronization
between the spoken words and the sequence of fixations (tells us which word
triggered which fixations). RefCOCO-Gaze covers a diverse range of linguistic
and visual complexity, making it an ideal dataset for researchers studying human
integration of vision and language, and HCI researchers alike.

Fig. 2 depicts the incremental object referral paradigm used for human gaze
collection. We have selected 2,094 image-expression pairs from the larger Ref-
COCO dataset based on the target object size, image ratio, and sentence com-
plexity. Each participant performed ∼100 trials, yielding 10-16 scanpaths per
image-expression pair. Participants were instructed to move their gaze as quickly
as possible to the target object that is being referred to in a language expression
played through a speaker. Each trial began with drift correction (for accurate
eye tracking) and presentation of an image. The image was displayed for 200ms
before the audio onset (too short a time for an eye movement). The image re-
mained visible until the participant pressed a button to indicate that they found
the target or until five seconds elapsed following completion of the auditorily
presented referring expression. At the end of each trial, the correct bounding
box location of the target object was provided as feedback, followed by a survey
asking whether the participant indeed found and recognized the target. A target
was present in each image. We used a forced aligner [47], a tool for aligning
speech with text, to synchronize gaze movements with individual words of a
referring expression. This study had IRB approval.

We divided RefCOCO-Gaze into disjoint training and evaluation sets that
preserve the approximate proportion of training to evaluation data in RefCOCO.
The training set consisted of 1799 image-expression pairs (selected only from the
original RefCOCO train split), corresponding to 16,982 scanpaths. Scanpaths
from image-expression pairs from validation and test splits of RefCOCO were
randomly shuffled and split (1:2 ratio) to create disjoint validation (92 image-
expression pairs, 869 scanpaths) and test (203 image-expression pairs, 1887 scan-
paths) sets – both having a balanced distribution of target categories. Dataset
details (e.g ., stimuli selection, gaze recording, pre-processing, comparison with
related datasets, etc.) and extensive dataset analyses are in the supplement.

4 Gaze Prediction for Incremental Object Referral

Our goal is to predict fixations as a person progressively receives information
about the referred object through each word of the referring expression that
they are hearing. We design a novel multimodal transformer architecture called
Attention in Referral Transformer or ART for this task. ART solves multiple
problems that arise when adapting previous gaze prediction models [11, 50] for
the incremental object referral task, owing to its several novel features that these
models [11, 50] lack: (1) ART integrates an object referral network into our
gaze prediction framework and trains it on partial expressions, whereas previous
baselines either extract task guidance from a frozen object referral model [28]
trained on complete expressions [11], or lack object grounding capabilities [50].



Look Hear: Gaze Prediction for Speech-directed Human Attention 7

Visual
Encoder

Language
Encoder

…

…

…

…

…… …

…… …

ℝdlang → ℝd

ℝdvis→ ℝd

…

…

Visuo-
Linguistic
Encoder

BBOX

TGT PrTgtCat((I,Tj))

I

Tj

{xb,yb,wb,hb}

…

…

Pack
Decoder

…

1 2   LP
…

 1   2       LP

SEGCURR

…

…

Fix. Context 
Encoder

SEGCTXT

p0
0 p1

0 pi
j-1

Pack
Queries

Previous 
Fixations

pi
j = (xi

j, yi
j)

Fixation 
Prediction

Prtoken(pi
j)

fvlg

[BOT][EOT] 
[BOT] sheep [EOT]

|
|
|
|
|
|
|
|
|
|
|
|

+

+

…
[BOT] sheep on left [EOT][EOT]

Fig. 3: Attention in Referral Transformer (ART) Architecture. On each pass
after comprehending a new word, the model takes an image I and tokens Tj of prefix
Rj of the referring expression as input and generates a possibly empty sub-sequence of
fixations based on previous fixation history encoded by a fixation context encoder.

(2) ART integrates a novel fixation prediction framework (absent in previous
methods) that accommodates the autoregressive prediction of any number of
fixations triggered by a word – zero or one or several, based on previous fixations
encoded by a novel fixation context encoder (in contrast to non-autoregressive
Gazeformer [50] which predicts fixations with the knowledge of the first fixation
alone). (3) ART is an object referral network with a scanpath prediction decoder
module, which allows us to pre-train the object referral network on a large-scale
object referral dataset [74] using object grounding objectives, thus generalizing
better despite training on a much smaller gaze dataset. ART also jointly trains
on the object grounding objectives along with the primary fixation prediction
objective. On the other hand, previous baselines either rely on frozen object
referral models [11] or lack an object grounding subnetwork altogether [50] and
are therefore limited to only training on the fixation prediction objective alone.

4.1 Architecture

The overall architecture of ART is shown in Fig. 3. Since the understanding of
the referred object changes with each incoming word, we design ART to output
a possibly empty sequence of fixations (which we dub a “pack” of fixations) trig-
gered by a new word wj from the referring expression. We follow single-stream
vision-language model architectures [17, 38–40] to design a multimodal trans-
former encoder module that encodes visuo-linguistic context for object referral.
A transformer decoder module generates embeddings for incremental scanpath
prediction conditioned by visuo-linguistic context from the encoder and fixation
history encoded by a fixation context encoder module.
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Visual and Language Encoders. We use separate encoders for the vision
and language modalities. As in DETR [9], the visual encoder consists of
a ResNet-50 [20] backbone followed by a standard transformer encoder mod-
ule [66]. Given an image I ∈ R3×H×W , the visual encoder generates patch
embeddings gvis ∈ Rdvis×hw. A language encoder (RoBERTa [44]) encodes
a prefix Rj = {w1, . . . , wj} upon utterance of the jth word wj in a referring
expression. Rj is tokenized [57] to obtain Tj = {[BOT], t1, ..., [EOT]}, which is
then processed by the language encoder to yield language embedding sequence
glang ∈ Rdlang×llang . Here, llang is the maximum number of tokens that can be
processed by the language model; [BOT] and [EOT] are the beginning-of-text
and end-of-text tokens, respectively. To predict fixations triggered before the
first word has been spoken, the input tokens to the language encoder is the se-
quence {[BOT], [EOT]}, and to predict fixations after the expression has ended,
we append an additional [EOT] token to the tokenized input. Existing baselines
[11,50] use ResNet-50 and RoBERTa, hence we choose them for fair comparison.

Visuo-linguistic Transformer Encoder. In contrast to Gazeformer [50], which
utilized pooled text encodings from a frozen language encoder for task descrip-
tion and risked losing word-level details, our method integrates both image and
linguistic tokens into a unified sequence of multimodal tokens, thus allowing fine-
grained word-level interactions between image and linguistic tokens. We process
this sequence through a visuo-linguistic encoder, which is designed as a stan-
dard transformer encoder [66]. Given the set of patch embedding vectors gvis
and the sequence of language embedding vectors glang with different dimension-
alities, as described above, we first project them to an embedding space of the
same dimension d using modality-specific projections to obtain fvis ∈ Rd×hw

and flang ∈ Rd×llang . We also introduce two learnable d-dimensional embed-
dings BBOX, TGT which correspond to the object localization and target cate-
gory prediction tasks, respectively. The input to the visuo-linguistic encoder is
the concatenation of BBOX, TGT, fvis, and flang. The corresponding output is
tensor fvlg ∈ Rd×(hw+llang+2). We project fvlg[0] (corresponding to BBOX) to
{xb, yb, wb, hb} where xb, yb are the coordinates of the upper-left corner, and wb

and hb are the width and height of the bounding box. We also use a linear layer
along with softmax to project fvlg[1] (corresponding to TGT) to the probability
distribution PrTgtCat over all possible target categories.

Per-Word Fixation Prediction Framework. We predict fixations (or ab-
sence thereof) triggered by a new word of a referring expression containing L
words. Let the scanpath S for incremental object referral be a sequence of packs
of fixations. A pack Pj = {(xj

i , y
j
i )|i = 0, 1, . . .} is an ordered sequence of 2D

fixations, triggered by the change in knowledge about the referred object due to
a new word wj , for j ∈ {1, .., L}. While a pack is usually spurred by a word, a
pack of fixations P0 can be triggered before the first word is spoken, similar to
free-viewing behavior. A pack of fixations PL+1 can also occur after the referring
expression has ended. A word may not inspire any fixations at all, yielding a null
pack Pϕ = ϕ. We also define a terminal pack PTERM which, like the null pack,
does not contain any valid fixations, and denotes the end of scanpath (EOS).
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Fixation context encoder. We parameterize a fixation pk
i using four param-

eters: x-location xk
i , y-location yki , the pack number k (i.e., the index of the

pack the fixation belongs to), and the within-pack index i (which we call order).
We use this parameterization to capture the fixation context, which refers to
the information of previous fixations in the ongoing scanpath. We use a fixed
2D sinusoidal positional embedding [9] to encode the spatial x, y location to
XY k

i ∈ R2d and two fixed 1D sinusoidal positional embeddings [66] to encode the
pack number j and the order i to nk

i , o
k
i ∈ Rd respectively. XY k

i , nk
i , and oki are

concatenated and projected to fixation encoding cki ∈ Rd. Hence, for a new word
wj , we can construct an ordered sequence of cki (k < j, i = 0, 1, ...) and zero-pad
to maximum length LC to obtain the fixation context tensor Cj ∈ Rd×LC .

Pack decoder. To obtain the current pack of fixations, we use a transformer
decoder module [66]. Let the input Q = {qk|k = 1, . . . , LP} to the decoder be a
sequence of pack queries qk, where LP is the maximum number of fixations in a
pack and qk’s are learnable vectors (similar to fixation queries [50]). To help the
model differentiate the nature of context and pack embeddings, we further add
two separate segment embeddings [18], namely SEGctxt and SEGcurr to pre-
vious fixation context tensor Cj and Q, respectively. Next, we use the concate-
nation of Cj and Q as input to the decoder. The decoder also receives dynamic
visuo-linguistic context through cross-attention with fvlg. The output from the
decoder is tensor fdecoder ∈ Rd×(LC+LP). The last LP d-dimensional slices of
fdecoder corresponding to the LP pack queries are denoted as fpack ∈ Rd×LP .

Fixation Prediction Module. Fixation prediction for incremental object re-
ferral is challenging since a pack can have between zero and multiple fixations,
and a scanpath can be terminated before the end of a referring expression. We ac-
count for these scenarios by making all packs be of length LP with the following
parameterization. First, any valid fixation in a pack is represented by a fixation
token FIX. Second, null packs and packs having less than LP valid fixations are
padded with padding tokens PAD to maximum length LP . Third, we complete
a terminal pack PTERM with LP termination tokens EOS. For each of the LP
slices of fpack, we use a token prediction MLP and a softmax layer to predict
if that slice corresponds to one of FIX, PAD, and EOS tokens. We use regression
heads and Gaussian distributions [50] to model the fixation locations. We also
augment ART with fixation duration modeling and detail it in the supplement.

4.2 Pre-training, Training, and Inference

Pre-training. Since object grounding is at the core of our task, we pre-train the
visual, language and visuo-linguistic encoder modules on the two objectives that
we hypothesize underlie the object grounding process: object localization and
target category prediction, using RefCOCO [74] training data. Object local-
ization is the estimation of the referred object bounding box. We apply an L1 re-
gression loss Lreg and a generalized IoU (GIoU) loss [56] Lgiou, between predicted
and ground truth bounding box parameters. The target category prediction
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task discerns the object type from the expression (e.g., predict “car” in the expres-
sion “left sedan next to the motorcycle”). We pre-train on this task using a cross-
entropy loss Ltarget. Total pre-training loss is Lpretrain = Lreg +Lgiou+Ltarget.

Training & Inference. We train ART using the teacher-forcing algorithm [68],
i.e., we provide the ground truth fixations to construct the fixation context and
treat each pack in the training scanpaths as independent minibatch items. To
train ART on the gaze prediction task, we apply L1 regression loss (following
[50]) on the predicted x and y locations. Let the predicted pack of fixations
Pk = {(xk

i , y
k
i )}

LP
i=1, and ground-truth pack of fixations P̂k = {(x̂k

i , ŷ
k
i )}l

k

i=1 where
lk is the length of the ground truth pack. Moreover, let v̂ki,t be a binary scalar
representing ground truth of the ith token in Pk belonging to the token class
t ∈ T where T = {FIX, PAD, EOS}. Also let vki,t be the probability of that token
belonging to token class t as estimated by our model. The multitask loss for a
minibatch of size M is

Lgaze =
1

M

M∑
k=1

(
Lk
xy + Lk

token

)
. (1)

Here Lk
xy = 1

lk

∑lk

i=1

(
|xk

i − x̂k
i |+ |yki − ŷki |

)
, Lk

token = −
∑LP

i=1

∑
t∈T v̂ki,t log(v

k
i,t).

In addition to the gaze-prediction loss Lgaze, we also train on the object localiza-
tion and target category prediction tasks, but only after either of the following
two events has occurred: (1) the last word of the referring expression has been ut-
tered, (2) the ground truth scanpath has been terminated. Note that both events
ensure sufficient information in the referring expression comprehended thus far
for a human to localize the object. This multi-task grounding loss Lground is
Lbbox + Ltarget, where Lbbox = Lreg + Lgiou. Hence, the total multi-task loss L
that we use to train our ART model is L = Lgaze + Lground when the scanpath
has terminated or the referral audio has ended, and L = Lgaze otherwise. During
inference, ART autoregressively generates packs of fixations conditioned on the
previous fixations generated by the model and the scanpath is terminated upon
encountering the first termination token EOS in a predicted pack. The fixations
within a pack are efficiently generated in parallel.

5 Experiments

Here, we experimentally evaluate scanpath prediction capability for incremental
object referral. For the conventional scanpath prediction task, accurately pre-
dicting the entire sequence of fixations is the main objective. However, for our
task, it is perhaps equally important, if not more, for the predicted scanpath to
be correct at the word-level granularity, i.e., packs (including null packs) must
be predicted accurately. Following previous work [11, 50, 70, 72], we sample 10
scanpaths per image-expression pair for all models. More details of ART, such
as its design and implementation details, are in the supplement.
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5.1 Performance Metrics

We use a broad set of metrics to evaluate dynamic word-based scanpath predic-
tion for incremental object referral. Sequence Score metric [70] converts predicted
and ground truth scanpaths into strings of fixation cluster IDs and compares
them using a string matching algorithm [51]. Fixation Edit Distance [50] mea-
sures scanpath dissimilarity using the Levenshtein algorithm [37] after convert-
ing scanpaths to strings like Sequence Score does. We measure Sequence Score
and Fixation Edit Distance in two granularities: (1) over the entire scanpath
(SS and FED); and (2) over a pack (SSpack and FEDpack), where SSpack and
FEDpack are the averages of sequence scores and fixation edit distances, respec-
tively, between the ground-truth and predicted packs. We also introduce CCpack

and NSSpack, the word-based versions of the Correlation Coefficient (CC) [27]
and Normalized Scanpath Saliency (NSS) [53] metrics. CC is the correlation
between the normalized model saliency map and a Gaussian-convolved human
fixation map. NSS averages the values of a model’s fixation map at the locations
fixated by humans [8], and is a discrete version of CC. CCpack and NSSpack

are the averages of CC scores and NSS scores, respectively, over all possible
packs. Higher SS, SSpack, NSSpack, and CCpack values signify more similar-
ity between model-generated and human scanpaths, whereas lower FED and
FEDpack scores indicate higher similarity. More details are in the supplement.

5.2 Baselines

We compare ART with: (1) Random Scanpath: We uniformly sample a pack
length value lp and then uniformly sample lp fixation locations from the image.
(2) OFA: We use the state-of-the-art vision-language model OFA [67], trained
on several multimodal benchmarks. We uniformly sample pack length lp and
then sample lp fixation locations within the OFA-predicted bounding box for each
referring expression prefix. (3) Chen et al . [11]: This model learns goal-directed
human gaze through a dynamically updated memory which is initialized by task
guidance maps. To extend this model to our task, we create task guidance maps
using bounding boxes from the SOTA referral model MDETR [28], trained only
on RefCOCO. (4) Gazeformer-ref : This baseline, based on Gazeformer [50],
takes expression prefixes as target information and generates packs of fixations.
(5) Gazeformer-cat: Since target category information might get lost in the
pooled linguistic embedding used by Gazeformer-ref, we evaluate another variant
of Gazeformer [50] called Gazeformer-cat which takes the target category name
estimated for an expression prefix as input and treats the problem as categorical
visual search. The target category estimation of a prefix is done by a pre-trained
RoBERTa-based classifier. Find more details of the baselines in the supplement.

5.3 Results

We train ART and the baselines on the RefCOCO-Gaze training set and evaluate
them on the test set. Results are in Table 1. ART outperforms baselines on all
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Table 1: Performance of ART and baselines on RefCOCO-Gaze test set.

SS ↑ SSpack ↑ FED ↓ FEDpack ↓ CCpack ↑ NSSpack ↑

Human 0.400 0.317 6.573 1.278 0.283 3.112

Random 0.189 0.133 17.735 3.005 0.094 1.689
OFA [67] 0.216 0.170 17.084 2.901 0.174 2.175
Chen et al . [11] 0.299 0.188 8.309 1.507 0.159 1.557
Gazeformer-ref [50] 0.269 0.194 6.788 1.286 0.208 3.006
Gazeformer-cat [50] 0.269 0.189 6.841 1.327 0.204 2.932
ART (Proposed) 0.359 0.292 6.371 1.143 0.280 3.478

metrics by significant margins. We hypothesize that ART performs best because
it includes an object referral model and jointly trains on grounding and gaze
prediction objectives. In contrast, Chen et al . [11] use a frozen MDETR model
trained only on complete RefCOCO expressions, and the Gazeformer variants
(Gazeformer-ref and Gazeformer-cat) lack grounding subnetworks to train on ob-
ject grounding. Hence, both baselines are unable to learn the auxiliary grounding
tasks on partial expressions. Interestingly, despite using no spatial and attribute
information, Gazeformer-cat is almost as predictive as Gazeformer-ref, under-
scoring the importance of target category estimation. Note that these analyses
focused on spatial attention, but in the supplement, we show that ART also
outperforms baselines in terms of fixation duration prediction as well. We also
show in the supplement that ART generalizes well to categorical search when
trained and evaluated using COCO-Search18 [13] dataset.

Fig. 4 shows qualitative results comparing the sequences of fixations from
ART and the baselines to the behavioral data. In these three examples, ART
finds the referred object and generates efficient, human-like scanpaths. ART also
exhibits several strategic fixation patterns that we observe in the human data. In
the top row, ART waits near the center until after getting the word “right”, which
conveys information about the referred sheep. A scanning gaze pattern appears
in the second row, where both the person and ART scan multiple bags, thereby
enabling the correct one to be located when the disambiguating information
arrives at the end of the expression. The third row exemplifies verification. ART
successfully finds the correct target on fixation #3 after input of the word “girl”,
but then makes another fixation (#5) to the girl in the center after getting the
word “pink”, presumably to verify which of the girls is pinker before returning
to the one on the left on the next fixation (#6).

5.4 Ablation Studies

We performed a number of ablations (in Table 2) on ART to probe the effects of
pre-training and inclusion of grounding losses on its performance, which we eval-
uate using the RefCOCO-Gaze test set. As evidenced by comparing Ablations
4 and 5, pre-training significantly improves performance. We also observe that
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Fig. 4: Qualitative results. Scanpaths from humans and three scanpath prediction
models on three trials exhibiting strategic fixation behavior. Fixations (denoted by
circles numbered with fixation order) are color-coded to corresponding words in the
referring expression (above each row). Fixations color-coded to [BOT] occurred before
the expression started, and those color-coded to [EOT] occurred after the expression
ended. Blue bounding boxes indicating the referred objects are not visible during trials.
Our model generates the most human-like scanpaths for incremental object referral.

without pre-training, the grounding losses Lbbox and Ltarget slightly degrade per-
formance (compare Ablations 1 and 4). When trained from scratch on the small
gaze dataset, these auxiliary tasks introduce noise to the optimization of the gaze
prediction objective using Lgaze. Including one of Lbbox (Ablation 2) and Ltarget

(Ablation 3) losses in pre-training and training does not improve performance
significantly (although Lbbox seems to be more beneficial than Ltarget), whereas
including both Lbbox and Ltarget (main model and Ablation 5) yields the best
performance. This demonstrates that both object localization and target cate-
gory estimation tasks are integral to the object referral process. We note that
even when ART is not pre-trained on RefCOCO (Ablations 1, 4), it still outper-
forms baselines like the two Gazeformer variants that are also not pre-trained
on RefCOCO. See the supplement for more metrics, ablations and analyses.
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Table 2: Ablation studies on ART model. If either Lbbox or Ltarget is included,
and the model undergoes pre-training, the loss is applied in both pre-training and gaze
training phases. Additional metrics and more ablation studies are in the supplement.

Ablation # Pre-training Lbbox Ltarget SS ↑ SSpack ↑ CCpack ↑

1 × × × 0.309 0.257 0.222
2 ✓ ✓ × 0.321 0.279 0.239
3 ✓ × ✓ 0.292 0.260 0.216
4 × ✓ ✓ 0.304 0.257 0.215
5 ✓ ✓ ✓ 0.359 0.292 0.280

6 Conclusions and Discussion

How do humans integrate vision and language information to guide their atten-
tion to target goals? To study this question we introduced the incremental object
referral task, a naturalistic version of an object referral task in which people must
incrementally integrate the visual information that they are actively collecting
with each location that they fixate in the image, with the language information
that they are hearing about the target object. Our task therefore provides an
experimental context for studying how humans use the spoken language of an-
other to dynamically control the visual information that they sample from the
world. We also introduced a model that we call ART that similarly generates
sequences of gaze fixations that occur as this vision-language integration is hap-
pening. ART has a multimodal transformer architecture that it uses to learn
how to incrementally generate packs of fixations for each word in the referring
expression. To provide the human behavior needed to train ART, we collected
a high-quality and large-scale dataset called RefCOCO-Gaze. We trained and
evaluated ART and several competitive baselines on RefCOCO-Gaze and found
that ART outperformed other baselines by significant margins on multiple met-
rics. We also performed extensive ablation analyses to show how pre-training
ART on RefCOCO, and the addition of auxiliary grounding losses, significantly
contributed to its superior performance. Qualitative analysis revealed that ART
showed human-like effects of visual and linguistic target ambiguity on its at-
tention behavior through higher-level strategic forms of integrating vision and
language information, expressed as distinct waiting, verification, and scanning
strategies. We believe that ART will be instrumental for predicting gaze in time-
sensitive, voice-assisted HCI applications (especially AR/VR) where predicting
future eye movements will enable seamless human-computer interactions.

A current limitation of ART is that it treats the referring expression as
text and not audio, thereby ignoring the phonological factors influencing vision-
language disambiguation and attention control. Future work will explore repre-
senting these phonological factors as well.
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